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ABSTRACT  
A software engineering (SE) process is a set of activities that leads to the creation of a product of 
software. In some cases, these activities may involve making new software from scratch in a standard 
development language. In other systems, a lot of new software is made by integrating and configuring 
existing systems, as well as by putting together and putting together off-the-shelf software or system 
components. This is how software systems come and go. They go through a series of passages that 
account for their beginning, first development, productive operation and maintenance, and retirement 
from one generation to the next. 
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INTRODUCTION  
Software development is the process of planning, making, testing, and putting an information system into 
place. A software process model is an abstract representation of a process methodology. It is used to 
show how the process should be done and in what order. [1] Security is a very important development of 
making software that people can trust, but it isn't the only thing. Security should not be thought of as the 
only thing that a system must have in order to be considered trustworthy. These models are used to 
make software that is safe to use,[2] 
Software development methods can be broken down into two main groups: Agile Development and Plan-
Driven Development [3]. Both the Plan-driven and the Agile methodologies have processes, procedures, 
and documentation in them. So, in order to finish a software development project, the following method 
takes a different approach to using the above components. 
"Plan-Driven" development is a better way to build things because you can write down what you need 
before you start designing. This means that you should write down the whole design before you start 
coding. "Agile" development is better when you don't know what the final product will look like in advance. 
[4] In the first case, it is assumed that it is possible to plan and design the whole project to be built from 
the start. In the second case, it is assumed that the project's requirements must be investigated for each 
separate component of the product to be built. Plan-driven development can be broken down into 
waterfall development and plan-driven incremental development, but it can also be mixed up. 
Many different development models have been used to reach different goals. These models show which 
methods are best for each software system's goals. They also show how the whole software 
development process should be done. A software process methodology is a way to run a software 
project (e.g. RUP etc.). They say exactly what, when, and how different things should be made. They may 
not be very clear, but they set out what each member of a project team must do. [5] 
 

RESEARCH METHODOLOGY 
In general, software process evaluation is meant to look at how well some software processes are done 
in a certain area (ranging from a project to a department or an entire organization). In most cases, each 
organization has software process specifications that show how different types of software processes 
are represented and defined in terms of formalism models, such as finite state machines, Petri nets, or 
flow diagrams, along with detailed text descriptions. Specifications talk about a lot of different activities 
about how things work, like what artifacts are, how they work, and who is in charge of them. Depending 
on which software company you work for, you might see different ways of displaying software process 
specifications in the quality manuals of the company you work for. 
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In our approach, the first software we do when we want to evaluate a software process is get raw data 
about the activities and artifacts that make up the process. In most software development companies, 
there are either commercial or open-source computer-aided software engineering (CASE) tools that can 
be used for the SDLC. For example, software configuration management systems are used to keep track 
of and control changes in the software development process; requirement management systems are 
used to keep track of, manage, and control the needs of users. Software repositories are an important 
part of CASE tools because they store all of the data that comes from all of the activities in the SDLC. In 
our work, we get raw data from software repositories that show how software processes have worked. 
Process execution is an important part of software repositories. It is a sequence of snapshots that show 
how different roles or artifacts are doing at different points in the software process that is being watched. 
Software processes can be thought of as many different things. To make things easier, we only talk about 
a software process as a group of process executions in this work. Software process evaluation tasks in 
our study are meant to look at the quality of a goal of process executions that are collection of a specific 
scope. To put it another way: In this study, our goal is to evaluate at a software defect management 
process from a collection of process executions that are stored in defect management repositories. 
When we use process executions, we want to use machine learning techniques and a quantitative 
indicator to evaluate the quality and performance of a software process in a way that is objective. 

 
Figure 1: The framework of the proposed machine learning approach to software process evaluation 

In our machine learning approach, the main idea is to use supervised sequence classification techniques 
to classify each process execution as either "normal" or "abnormal" when there are a lot of them. When a 
process is "normal," it means that it meets the standards or criteria set by the organization. We also come 
up with a new way to evaluate the quality and performance of the software process. We call it the 
process execution qualification rate. Figure 1 shows the proposed framework of our machine learning 
process for evaluating software processes. In a nutshell, the proposed method has four main steps. The 
first step is to get the raw data from software repositories. The raw data that we are interested in is the 
history of how the process was done (e.g., defect state change history). The second step transforms the 
data into a set of sequences so that it can be used for the next step. Building different sequence 
classifiers through labeled training data is the third step. Then, the classifiers are tested against each 
other. The last step uses the best sequence classifier to put the rest of the sequences into one of two 
groups: "normal" or "abnormal." As a result, the process execution qualification rate can be used to 
evaluate the quality and performance of the software process. 
 

RESULT AND DISCUSSION 
To evaluate out how well the proposed method works, we run a lot of experiments on four real-world 
software projects. We use our technique to evaluate at how the defect management process works in 
each of these projects. In the first place, we give a quick overview of these four projects and the defect 
management process that will be used to look at them. In the next part, we explain how we did the 
experiment, then we show our discussion, results, and some case studies in more detail. 
Take on an experimental testbed that has four software projects on it. People from the same department 
of the company worked on these four projects. They came up with them in different ways. CMMI level-2 
means that this organization has a certain level of process management, which is why this organization 
was rated this way. In addition, we want to evaluate at how the defect management process is done in 
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this department and on each project. If you want to know more about these four projects, look at Table 1. 
The last column shows how many bugs/defects each project had. 
Figure 2 shows the defect management process flow that this company uses. This process is shown in 
the defect management process specification that this company uses. In order to keep things simple, we 
only show how the defect management process works by different roles, and we don't go into much more 
detail because there isn't enough space. Nodes are shown in this flow diagram. There are two types of 
nodes: "Status" node, which shows the possible status of a defect and the person who is responsible for 
it, and "Decision" node, which shows how a person might make a decision that affects how a defect's 
state changes. Starting with "New," the state of a defect changes with different decisions. 
In order to figure out how well the defect management process worked for the projects in Table 1, we get 
the raw data for the changes in the status of the defects from the repository of the test management 
system that this organization used. This system was based on HP Quality Center (HQC) version 9.0. 

 
Figure 2: The defect management process flow extracted from a software process specification 

 
Based on the processed data and the ground truth labels, we run a lot of tests to see how well our 
technique works. The following are some of the things we want to find out: (1) What would be the best 
way to classify sequences in our case? The more training data we have, the better we are at our task. (2) 
How good is the proposed framework at predicting how well a process will be done? 
 

Table 1. Summary of the four projects 

Project ID Description No of defects 

1 Wealth Management System(Phase1) 478 

2 Wealth Management System(Phase2) 665 

3 Electronic Commercial Draft System 1010 

4 Electronic Commercial Draft System 450 

A Naive Bayes (NB) classifier, a decision tree, and a Support Vector Machine (SVM) are all used in the 
experiment. They are all used to classify our defect management process evaluation task (SVM). We use 
the C4.5 implementation for the decision tree, and we use a linear kernel for the SVM with the penalty 
parameter C set to 10. All 2622 sequences in the database are used in the standard 10-fold cross 
validation setting. We use this to see how well different classifiers do. 

Table 2. Result of Software Evaluation 

 F-measure Recall Precision RMSE AUC 

NB .920 .911 .929 .291 .945 

SVM .986 .996 .976 .143 .961 

DT .938 .947 .929 .284 .850 

 
From Table 2 that SVM is the best of the three algorithms when it comes to all of the performance 
metrics. DT and NB aren't as good when it comes to different performance metrics. Using SVM, we 
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looked at the results it got. We found that the F-measure and AUC values were both 98.6% and 96.16%, 
which means that the proposed scheme can learn an effective classifier for the classification task. The 
very positive result is partly due to the nature of the data: a lot of the sequences are the same. Another 
thing we do is look at the classification results for unusual sequences, which are sequences that appear 
less than five times in the database. We find that the classification performance is also pretty good. 

 
Figure 3: Effect of training data size on F-measure 

 
Figure 4: Effect of training data size on AUC 

 

CONCLUSION 
Here, we provide a machine learning-based semi-automated method to software process assessment, in 
which we frame the evaluation job as a classification issue that can be performed using machine learning 
techniques. A new quantitative indicator, the "process execution qualification rate," is presented as an 
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objective assessment of software process quality using the proposed framework. We discovered good 
findings from our early empirical investigations, which supported the empirical usefulness of our 
approach for software process assessment. Compared with the usual subjective assessment 
approaches, the proposed machine learning methodology has various benefits, and possibly offers a new 
area of employing machine learning techniques to aid automated software process evaluation in 
software engineering. Using our current strategy, we want to tackle more challenging software process 
assessment jobs in the future, as well as look into more advanced machine learning approaches. Our 
proposed machine learning technique for software process assessment tasks will be compared to 
existing conventional approaches in a full comparison study. 
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